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Adopted methodologies
1. Deep theoretical analysis of offline neural networks to understand which are the ideas at

the base of their creation in order to define a novel approach for the implementation of a

new class of neural networks that will learn and work on real time (online) data.

2. New threshold mechanism to take into account neuron neighborhood shape and to have

a more accurate representation, considering also time-efficiency constraint.

3. Reducing user dependent parameters. G-EXIN requires only three: α for scaling the

learning rate, σ for modulating SCL and agemax for edge pruning.

4. Non-stationarity and outlier detection mechanism for lifelong learning.

Future work
• Automatic parameter setup.

• The agemax global parameter will become local, in order to fine tune the pruning.

• A thorough analysis of bridges has still to be carried out.

• Application to medical non-stationary signals, such as ECG or PPG.

• Hardware implementation of G-EXIN
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Addressed research questions/problems
• Real-time pattern recognition on evolving continuous data stream

• Novelty and Outlier (i.e. disease/fault) detection

• Track non-stationary distribution

How a learning system can

adapt to new information

without corrupting or forgetting

previously learned information?

• G-EXIN neural network: online, data driven (self-organizing) and incremental (aging &

pruning).

• Two distinct types of links: Edges (track stationarity), Bridges (track non-stationarity).

• Seeds to colonize a new region.

• New anisotropic threshold.

Novel contributionsResearch context and motivation
• Data mining is more and more facing the extraction of meaningful information from big

data (e.g. medical records). Most Neural Networks techniques work offline. However, the

possibility of using a technique working in real time is very important, because it allows

not only having a very fast response, but also tracking non-stationary data distributions

(e.g. time-varying data manifolds). This can be applied, for example, to all applications of

real time pattern recognition, such as medical data acquired in real time or fault diagnosis.

• Neural network approaches fall in two categories: forgetting and lifelong learning.
Forgetting networks, as DSOM, have fixed

number of neurons and constant learning

rates. They are used only if the most recent

information is of interest as they lose the

past representation.

On the contrary, if the network automatically

finds the number of units, as a function of

the complexity of the problem, it creates new

neurons each time the distribution changes.
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