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Research context and motivation

In realistic scenarios:
» Simple architectures in switches

State of the art approaches:
» Require complex architectures at switches

Flow scheduling in datacenter networks:
» Flow completion time (FCT) is used as the primary
performance metric in datacenter communication
» Do not consider traffic locality and lead to unfairness » Workload patterns are not uniform in the network
» Reduction of FCT can be achieved by acting on Packet

| Flow scheduling » Require knowledge of the length of individual flows
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Adopted methodologies

Host scheduling - MLFQ

» Flows are demoted based on the amount of
transmitted bytes (thresholds):

Short flows finish quickly

Long flows compete against each other

» Only the flow length distribution is known
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Addressed research questions/problems

s

Demotion——

» |Is it possible to achieve a better trade-off between the performance (delay) and the
complexity?
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» Key idea: exploit both the local and the global knowledge of the datacenter flow length
distribution to perform scheduling.
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Demotion thresholds are assigned using:
Equal split (ES-N): Splits the flow length distribution in N equal parts
Optimized (OPT): Performs optimization using a Markovian model of the scheduler
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Novel contributions

» A scheduling mechanisms, namely Network Optimal Split with 2 queues (NOS2)
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Threshold controller
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