
Research context and motivation

• Nowadays, the processing of information at the edge of an acquisition system has

become increasingly important for Internet of Things (IoT), meaning that the study of low

power architectures for signal processing has become fundamental.

• In particular, the implementation of low resources Deep Neural Networks (DNNs) for

edge computing has become essential. Examples of DNNs applied to edge computing

can be found with Computer Vision, Natural Language Processing or biomedical signal

elaboration.
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Novel contributions
• Alternatives to MAC map-reduce paradigm have been developed and studied:

• Sum and Max paradigm (SAM);

• Multiply and Max&Min paradigm (MAM²).

• The possibility of using these structures for multiplier-free devices has been investigated.

• Pruning of these novel structures has been studied, with promising results.

• A framework for driving a hardware digital accelerator for Recurrent SNN (RSNN), i.e.,

ReckOn, has been developed to test the performance of RSSNs in a real-world scenario.

Addressed research questions/problems

Adopted methodologies

Future work
• Implementation and test of SAM and MAM² in convolutional layers.

• Hardware implementation (FPGA, MCU) of SAM and MAM² to study and measure

memory footprint and computational cost (with sparse representations of parameters

matrices for non-structured pruning).

• Test on-device transfer learning capabilities with ReckOn and e-prop.

• On-the-fly sensor-to-spikes conversion with inference/transfer learning on ReckOn.
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• The search for small and portable DNN structures has been addressed in many different

ways, ranging from the adoption of new technologies (such as Phase Change Memories

for in-memory computing) to optimization techniques such as parameters quantization and

pruning.

• Non-conventional DNNs architectures such as XNOR-net, that uses XNOR and bit-

count operations, or logarithmic DNNs, that do not use multipliers, are promising ways to

lower DNNs computational cost.

• With this premise, alternatives to the classic Multiply and Accumulate (MAC) paradigm

have been investigated, with the objective of reducing the energy consumption and the

memory footprint of the DNN structures.

• Moreover, Spiking Neural Networks (SNN) are of interest for the inherent spatial and

time sparsity of the elaborated data.

SAM and MAM² map-reduce paradigms

• SAM and MAM² as custom TensorFlow operations have been trained with image vision

tasks (MNIST, CIFAR-10, CIFAR-100, ImageNet), as well as with other particular tasks

such as signal decoding. They have been used in fully-connected layers both in small

dense and in larger convolutional DNNs (AlexNet, VGG-16).

• ReckOn RSNN accelerator design has been loaded on an FPGA and driven by an ARM

Cortex M7 MCU. The inference of an IMU Event classification task has been tested, as

well as online training with novel e-prop technique with a cue accumulation task.

ReckOn RSNN hardware accelerator

MAC vs SAM MAC vs MAM²

SAM paradigm:

• no multipliers needed (low-power)

• no activation function needed (already 

non-linear)

MAC is transitioned to MAM² during training 

with a variable β = 1 to β = 0:

• accuracy equivalent to MAC

• potentially multiplier-free (log encoding)

• SAM on signal bandwidth classification task • MAM² on AlexNet + CIFAR-100

• ReckOn is an RSNN 

hardware accelerator 

developed by Charlotte 

Frenkel (UZH)

• An MCU-based framework 

has been developed to test 

it (inference + online 

learning with e-prop)

• The computational complexity of Max/Min operations is similar to accumulate operations

• Both structures are highly prunable compared to MAC


