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Novel contributions
• Development of navigation algorithms for safe interaction with human operators in an

industrial environment: A deterministic Supervisory Global Planner [2,4] with collision

avoidance [10] along with a local planner with a dedicated dynamic obstacle handler [7]

• Identification of a framework that might enable an intuive and safe interaction between

humans and robots for assistant applications [8]

Addressed research questions/problems
• How can the robot safely interact with the human operator?

• Is it possible to improve the awareness of the robot about its surroundings and the human

actions?

• Is it feasible to develop a framework that enables the robot to learn about the human

operations to be able to assist the human operator?

Research context and motivation
In the context of mass customization, it is envisaged that the human will increasingly have a

leading role in industrial automated smart processes, since intelligent machines are still

lacking cognitive skills, such as creativity and critical thinking. Human-centric oriented

solutions are going to be developed based on proactive human-robot collaborations, able to

better exploit the skills and capabilities of both humans and cobots, mainly thanks to artificial

intelligence. The cobot takes care of the operations requiring less cognitive skills along the

supply chain management and covers repetitive and routine monitoring tasks, while humans

are focused on tasks requiring complex reasoning and decision-making skills. Mobile

manipulators are preferrable in this context due to their dexterous mobility; however, the

robot’s navigation algorithm must also ensure safety in an environment shared with humans.

Adopted methodologies: Navigation
Safe navigation algorithms have been developed in ROS for mobile agents. In particular,

three level of path planning have been developed, in which:

• Supervisory Global Planner (SGP): In this planning level, a desired path is computed by

means of Artificial Potential Fields, the idea is that the robot should always follow the same

path when is traversing an area shared with humans, due to the fact that humans may feel

more comfortable and safer when it is possible to predict the motion of the robot

• Global Planner (GP): This planner interpolates the waypoints computed by the SGP, so in

the absence of obstacles, the robot follows trajectory curve with the shape of the SGP

• Local Planner (LP): This planner reacts to dynamic obstacles detected within a local

window provided by the sensors’ field of view. Since native local planners on ROS lack of

dynamic obstacle handling, a dynamic costmap layer to deal with dynamic obstacles by

inflating the area around the moving object using a Gaussian shape that considers the

object speed and orientation

Current and future works
• Development of an object manipulation algorithm for a mobile manipulator. The algorithm

may gather data from different sensors of the objects and the scene so that the planned

trajectory depends on the object affordance and human interaction

• Object affordance and human actions analysis should be trained using Machine Learning

techniques
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Adopted methodologies: Framework development
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Sensors are used for recognizing the human actions, tools and the workspace

Human actions are identified and used to train the AI-based system in order to enable

human robot prediction

Tool identification may allow the robot to grasp it correctly and deliver it in a safe

manner

The workspace is divided in three areas, that separates the human working space from

the robot

Once the tool is identified, a safe trajectory that depends on the object affordance is

generated

The control system ensures the trajectory tracking and enable a replanning behaviour

when unforeseen obstacles are detected

Finally, the robot collects or release the tool from/to the human operator


