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Research context and motivation Novel contributions

« Traditional Electronic Design Automation (EDA) tools usually take hours to days to| |* An open-source C/C++-to-FPGA Dataset

F-i'.fl..

"H. :
WHAT YOU ARE, TAKES YOU FAR ... .H,,,,,:";_:: Noogtie

XXXV Cycle

accurately evaluate the circuit quality with considerable manual effort. While these| |o Real-world designs from diverse benchmarks
hardware designs are efficient, they also require extensive design-space exploration| | o Each design run through complete C/C++-to-bitstream
(DSE). o |mplemented using various pragmas/directives
o With different Clock Periods
 High-level Synthesis (HLS) tools can significantly reduce the design effort, enabling a| | o Using state-of-the-art tool (Vitis HLS)

faster DSE but HLS-estimated circuit quality can be highly inaccurate with respect to the
actual quality of results (QoR). These inaccurate estimates force the designers to turnto| |« Our Proposed Solution
the time-consuming downstream implementation tasks to get actual QoR. ———
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Fig. 1 - Chip Design Flow [1] Adopted methodologies
[1] Daniela et. al, “ A Survey of Graph Neural Networks for Electronic Design Automation ”, MLCAD 2022.

Addressed research questions/problems [ TR }

* Problem: Fast and Accurate Performance Prediction : l _
o Traditional Tools - Accurate but slow. High-Level Synthesis
o HLS - Relatively fast but still requires synthesis and implementation to accurately | Representation (R}

evaluate QoR.
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« Current approaches for FPGAs are done for old tools like Vivado HLS and most of the ! ) Regression Model

works are not open-source. Plus, they also require to go through the full HLS process A i
which can be time-consuming. l i
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3] H. Makrani et. al, “ Pyramid: Machine learning framework to estimate the optimal timing and resource usage of a high-level
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L. t f tt d d | * Investigation of the state-of-the-art GNN architectures to exploit their representation power
IST OT atieéndea Classes to predict the actual performance of the circuit expected after the implementation phase.
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