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Research context and motivation

Currently, Machine Learning (ML) is becoming ubiquitous in everyday life. Deep Learning
(DL) is already present in many applications ranging from computer vision for medicine to
autonomous driving of modern cars as well as other sectors in security, healthcare, and
finance. However, to achieve impressive performance, these algorithms employ very deep
networks, requiring a significant computational power, both during the training and
inference time. A single inference of a Deep Neural Network (DNN) may require billions of
multiply-and-accumulated operations, making the DNNs extremely compute- and energy-
hungry. In a scenario where several sophisticated algorithms need to be executed with
limited energy and low latency, optimized hardware architectures and algorithm mapping
strategies are crucial.
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Addressed research questions/problems

The Winograd convolution algorithm computes convolutions with fewer multiply—
accumulate operations (MACs) compared to the standard algorithm, reducing the
operation count by a factor of 2.25x for 3x3 convolutions when using the version with 2x2-
sized tiles F2. Even though the gain is significant, the Winograd algorithm with larger tile
sizes, i.e., F4, offers even more potential in improving throughput and energy efficiency, as
it reduces the required MACs by 4x. Unfortunately, the Winograd algorithm with larger tile
sizes introduces numerical issues that prevent its use on integer domain-specific
accelerators (DSAs) and higher computational overhead to transform input and output data
between spatial and Winograd domains.
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a) Direct Convolution b) Winograd F(mxm, rxr) Convolution

While for generic matrix multiplications (that are used on convolution operations) a
common approach is to use approximate adders and multipliers, there are other complex
operations (i.e., squash and softmax, typical of Capsule Networks) that need more
specialized designs to be computed in approximate form. The compute-intensity these
operations motivates our research on the design of approximate squash and softmax
units, focusing on the tradeoffs for area, power, and delay, without reducing the inference
accuracy of the overall network.
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Novel contributions

* (Winograd) A novel tap-wise quantization algorithm to overcome the numerical issue of
Winograd F4 and an architectural and micro-architectural design space exploration for
efficient hardware implementation.
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« (Capsule Networks) Specialized approximate softmax wunits using domain

transformations; approximate squash units with piecewise approximations; integration in
the open-source Q-CapsNets framework.

Adopted methodologies

 (Winograd) To enable int8 inference, we develop a tap-wise quantization scheme, with a
different scaling factor for different elementes of the Winograd tiles, with a hardware-
friendly training method that constrains the scaling factors to be powers-of-two.

 We do a design space exploration of custom hardwired modules that implement the
Winograd transformation operations in an area- and power-efficient way.

* We Iintegrate the Winograd transformation engines in an industrial grade, programmable
Al accelerator and how to tune the microarchitecture of such blocks to match the
throughput of data movement, Winograd transformation, and compute operations,
maximizing the overall compute efficiency
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« (Capsule Networks) We implement the approximate softmax and squash architectures in
VHDL, synthesize them in a 45nm technology node with the ASIC design flow, and
perform gate-level simulations to evaluate the area, power consumption, and critical path
delay. By integrating the functional approximations into the Q-CapsNets framework, we
evaluate the inference accuracy of state-of-the-art CapsNet models using the proposed
approximate units

* (Winograd) The tap-wise quantization algorithm makes the quantized Winograd F4
network almost as accurate as the FP32 baseline. The Winograd-enhanced DSA achieves
up to 1.85x gain in energy efficiency and up to 1.83x end-toend speed-up for state-of-the-
art segmentation and detection networks.

 (Capsule Networks) The approximate softmax-b2 design outperforms the related works,
having -11% area, -8% power, and -19% critical path delay, and comparable accuracy
results. The approximate squash-exp and squash-pow2 have up to -6% power
consumption and up to -36% critical path delay compared to the state-of-the-art, while
showing similar accuracy as having the exact squash function.

« Study of architectural changes to generic/industrial Al cores, particularly to data movers, to
make data transfer more flexible, with the possibility of performing light on-the-fly
transformations, such as im2col, or Winograd.
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