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Novel contributions
• To the best of our knowledge, our effort is the first one to combine DP-SGD and diffusion

models. To do this, we inject noise to the gradient learnt during the backpropagation
process. The amount of privacy guaranteed by this mechanism is proportional to the
amount of noise injected: the more noise added, the more the privacy obtained.

• Although presenting multiple advantages with respect to adversarial networks, diffusion
models are high-demanding in terms of time and computing resources. Before moving to
larger and more complex datasets, we started to look for preliminary results on MNIST.
This is a sample of the results, with the privacy budget set at 𝜖 = 10:

Addressed research questions/problems
• Existing privacy-preserving image generation models do not meet the standard in output

resolution and quality that non-private models have set in recent years. Most of the studies
fail to obtain satisfying result when facing more complex datasets than MNIST or F-MNIST.

• The ambition of this research project is to move from one of the best-performing
generative diffusion model, such as the score-based generative modeling via SDE
proposed by Song et al., 2021, and to use it as the basic framework for a privacy-
preserving learning. This way, we aim towards two separate goals: to improve the
landscape of privacy-preserving image generation models as a whole, and to offer a
privacy-preserving competitive alternative to score-based generative modeling via SDE.

• The input to the score-learning neural network of Song et al., 2021, are an image and its
noise-corrupted version. A side aspect of out research project focuses on understanding
whether this noise-based procedure already in place could be linked to differentially-
privacy-related privacy guarantees.

Research context and motivation
• Diffusion models represent a trending alternative to adversarial frameworks in the

generation of synthetic data, e.g., images. Diffusion models work over a Markov chain.
The forward diffusion process gradually corrupts a training point 𝑥଴ with noise, until
after 𝑇 steps it becomes equivalent to a Gaussian distribution. Data is generated following
the Markov chain in the opposite direction, the backward diffusion process: going from
𝑇 to 0, we move from noise to generated, synthetic data. Song et al. (2021) state that the
two processes can be regulated by two stochastic differential equations (SDEs), related
one to the other by a score (i.e., the gradient of the log probability density with respect to
data). Learning the score with a neural network, one can then sample following the Markov
chain to generate new, synthetic data.

• However, generative models (as any other data-driven model) face the risk of leaking the
privacy of the users whose data have been employed as training data. Two types of
attacks are possible: in membership attacks, one with access to the model could be able
to trace back the presence of some user’s data in the training set, while in reconstruction
attacks the model output could be exploited to retrieve an intelligible version of a target
training point.

• Differential Privacy (DP) is the de-facto standard approach to tackle privacy-related risks
in Machine Learning. While DP covers a wide set of algorithms, its core concept stands in
the injection of noise during the training process: privacy leaks from the model outputs and
the model parameters are thus mathematically prevented. Abadi et al., 2016, conceived
the seminal framework to bring privacy-preserving techniques into deep learning, based on
the DP-Stochastic Gradient Descent (DP-SGD), proving that injecting a controllable
amount of noise in the backpropagation phase while training a neural network offers
rigorous privacy guarantees.

Adopted methodologies
• We relied on the Python library Opacus to perform noise injection in a convenient way,

both from a computational and a programming point of view.

• Opacus comes as a convenient wrapper to your standard PyTorch training procedure, by
transparently implementing key features to perform privacy-preserving analytics in deep
learning.

Future work
• The preliminary results on MNIST show that there is no silver bullet when it comes to

provide a differentially-private solution to generative models. Previous research suggests
indeed that privacy learning should be treated independently and its techniques fine tuned
according to this specific use case. In future work, we aim at moving from vanilla-wrapping
diffusion models with privacy-preserving mechanisms to improve the results of the model
by a more in-depth understanding of better practices for private learning.

• During the last months of research, we came across the work of Jia-Wei et al., 2022, which
propose a novel approach in training energy-based models, called DP-GEN. In DP-GEN,
the stochastic element is added not when learning the gradient of the network, but in the
choice of the training points themselves. While in standard diffusion models the training
point is coupled to a noisy version of it to learn how to reverse the corruption, DP-GEN
proposes a stochastic coupling between images, providing privacy. We are currently in
touch with the authors of the paper to speed up the transition of DP-GEN to score-based
generative modeling with SDE.
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