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Research context and motivation

 Timely mitigation of anomalous network events is critical for modern microservices and
serveless-based applications, as they are more sensitive to network performance.

* Programmable switch architectures
(PSA) provides a new foundation to '
implement per-flow per-packet filtering |
and analysis at line-rate.
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Timely and accurate monitoring
of high-level flow statistics
and events (e.g., heavy hitters,
jitter anomalies, ..) inside the
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* Need of novel algorithms to monitor flows without
sampling.
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 Sketch algorithms offer a tunable probabilistic
trade-off between memory/computation
complexity and estimation accuracy.

Sketch data structure

Network traffic
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* Most state-of-the-art sketches are operated on a slotted time basis.
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 Latency overhead. Results are representative only
at the end of the measurement epochs.
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#1
Making sketches

more reactive

How to refactor existing sketches to operate

in continuous-time?

« Memory is scarce. Sketch accuracy is function of the ratio
between the number of monitored flows and memory size.
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Challenging for large epochs

#2
Making sketches
more accurate

How to leverage the memory on multiple
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Novel contributions

[ (1 Flow cardinality estimation over sliding windows J

Networking use cases:
» DDoS attack  Superspreaders

ST-HLL W-HLL TS-PCSA
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- | Two novel sketch designs: ST-HLL and TS-PCSA.
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solutions for the same memory footprint.

@ Networkisaggregated seches (NetSketches)

 Logical sketch is disaggregated into sketchlets on
flow path.

* Devised an optimal sketchlet update policy for a
FatTree topology.

Adopted methodologies

~

@Igorithm conceptualization and theoretical analysis

New analytical estimators tailored to our
novel ST-HLL and TS-PCSA sketches.

Probabilistic upper bound to the
accuracy of NetSketches.
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* Ad-hoc generation of ™ =
challenging synthetic UL "
traffic patterns.

/Evaluation over real traffic traceh

 Performance comparison with
alternative approaches on
Internet traffic captured by
CAIDA.

Ave. Bitrate Link rate

Scenario Trace Num. Packets Num. Flows
CAIDA-2018  equinix-nyc-2018 | 4.26 Gbps 10 Gbps 37.8M

1.8M
CAIDA-2019  equinix-nyc-2019 | 4.49 Gbps 10 Gbps 36.7TM

1.9M /
\_

 Application tracing in serverless computing has huge overhead.
 Tracing has no visibility into network events and viceversa.
« (Can sketches and SmartNICs bridge this gap?
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