
• RightTrain: framework able to make joint and high-quality decisions in order to adapt

the DNN structure, the network resources and the size of the datasets to one another,

while minimizing the energy consumption required to reach a target learning quality

ε𝑚𝑎𝑥

Research context and motivation

• Distributed learning envisions leveraging data and resources of multiple nodes in order

to perform a common learning task. It is an excellent fit for edge intelligence scenarios:

• capability of edge and mobile devices is growing faster than cloud ones

• need to keep as much as possible the information local

• recent works on ML techniques tailored for lower-powered devices has

extended the types of devices that can be leveraged for distributed ML
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Addressed research questions/problems
• Distributed learning is influenced by three main factors:

1. the sequence of layers composing the Deep Neural Network (DNN)

2. the available resources

3. the quantity and diversity of the input data

• Decisions regarding such factors impact one another: it is important that they are made

jointly

• Limits of state-of-the-art works on distributed ML:

• emphasis on learning effectiveness over efficiency

• Split Learning (SL) is a paradigm based on partitioning the DNN among the

learning nodes. However, SL works focus only on placement decisions

• in Federated Learning (FL) all nodes train the same DNN

Future work
• Use more complex DNNs

• Generalize our results using other datasets

• Integrate RightTrain with techniques like pruning and knowledge distillation

Adopted methodologies
• Description of system model and problem formulation

min
𝑥,𝑦,𝑧,ρ

𝐾 𝑦, ε𝑚𝑎𝑥 𝐸(𝑥, 𝑦, 𝑧, ρ)

• 𝑥 𝑙, 𝑖, 𝑚, 𝑗 : data flowing from layer instance 𝑙, 𝑖 to instance 𝑚, 𝑗
• 𝑦 𝑙, 𝑖, 𝑚, 𝑗 ∈ {0,1}: expresses whether layer instance 𝑙, 𝑖 is connected to

layer instance 𝑚, 𝑗
• z 𝑙, 𝑖, 𝑛 ∈ {0,1}: expresses whether instance 𝑙, 𝑖 is deployed at node 𝑛
• ρ 𝑙, 𝑖 : computational resources to be assigned to instance 𝑙, 𝑖

• No closed-form expression for 𝐾: auxiliary DNN to predict its value
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Novel contributions

SL RightTrain

• Current scenario: Machine Learning

(ML) applications at cloud-based

servers

• Future scenario: edge intelligence

paradigm, based on Mobile-edge-

cloud Continuum

• Effect of different fractions of used data

Performance evaluation


