DarkVec: Automatic Analysis of
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* Darknets are sets of passive IP addresses not S
hosting any service and receiving only unsolicited traffic. ~2of =%

* Coordinated senders (source IP addresses) targeting
darknets may be a threat (e.g., botnets running
distributed attacks).

* Need to automatically detect senders engaged in similar
activities (coordinated).
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* How can we represent similar behaviors among senders? (Representation learning)

* How can we evaluate the representations? (Semi-supervised classification)

* Without any prior knowledge, can we group senders engaged In similar activities?
(Unsupervised clustering)
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* Can we transfer the gained knowledge from one darknet to another? (Transfer learning)

Darknet

* How can we adapt the representations between different darknets? (Domain adaptation)
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Novel contributions

* DarkVec — Methodology to represent senders engaged in similar activities on darknets.
* It relies on word embeddings (numeric representation of senders).
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Adopted methodologies

Word2Vec — NLP technique applied to texts. It predicts the context of a word in a sentence.

* Sentence: Sequence of IPs as they reached the top-x darknet services.

* Context. Temporal co-occurrences of IPs targeting darknet.

* Generates embeddings such that words belonging to similar context are close in the
embedding space.
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Self-supervised domain aligner — Non-linear transformation. It projects target space
embeddings onto source space ones using anchors, subsets of IPs active in both darknets.
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Experimental results

Semi-supervised classification task ~ Labels extension via knowledge transfer
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IP2Vec! 380 60 min 0.67 Align 146 MDB 0.91
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DarkVec embeddings allow to: il
1) Detect sub-clusters in GT classes < 10 :
5 G
2) Extend Ground Truth classes
(334 IPs in 3 new classes) 2
3) ldentify 13 clusters (>2k IPs) acting P
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suspiciously. They were never reported

In security databases Example of sub-clusters activity patterns

* Enriching the embeddings through additional traffic-related information
* Study and investigate the temporal evolution of clusters
* Collaborative embeddings generation through federated learning
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