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Novel contributions

Behavior Structure Tab. 1 — Memory optimization approaches.
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Adopted methodologies
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List of attended classes Applications
* Task frequency maximizing

01DNHRV - System level low power techniques for loT (15/7/22, 20 h) * Clock frequency no longer limited by the worst case of slowest task
* 01DUCRYV - Principles of digital image processing and technologies (22/7/22, 27 h) * Each task running at the highest possible clock frequency
* 01QTEIU - Data mining concepts and algorithms (3/2/22, 20 h) * Example — HLS cache: AXI adapter limited at 333 MHz
* 01RGBRYV - Optimization methods for engineering problems (7/6/22, 30 h) * mem_if clock @ 333 MHz
* 01RISRV - Public speaking (25/11/21, 5 h) * core and compute clock @ maximum frequency
* 01SHMRV - Entrepreneurial Finance (12/12/21, 5 h) * Throughput matching
* 01SWPRV - Time management (24/11/21, 2 h) | | * Adjust frequency to match producer rate with consumer rate
* 01SWQRV - Responsible research and innovation, the impact on social challenges * Example — Producer produces 1 token, and consumer consumes 2 tokens per clock cycle
(12/12/21, 5 h) o * Improve performance by running producer at double frequency
* 01SYBRV - Research integrity (12/12/21, 5 h) * Save area/power by running consumer at half frequency
* 01UJBRV - Adversarial training of neural networks (6/6/22, 15 h) * Multi-pumping
*  01UNVRV - Navigating the hiring process: CV, tests, interview (2/12/21, 2 h) * Reuse a resource N times within a system clock cycle (Tys), by running it at Tes/N
* 01UNXRV - Thinking out of the box (17/11/21, 1 h) * Especially effective if combined with throughput matching
* (01UNYRYV - Personal branding (18/11/21, 1 h)
* 02LWHRV - Communication (24/11/21, 5 h)
* (02RHORV - The new Internet Society: entering the black-box of digital innovations _ _
(12112121, 6 h) Submitted and published works
* (08IXTRV - Project management (11/11/21, 5 h) . _ “ - , ,
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